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A B S T R A C T

Biomedical big data has revolutionized biomarker identification and has become a key driver for the
development of precision medicine applications. However, existing computational methods have been able
to rapidly identify biomarkers (variable selection), but true validation of biomarkers is still hampered by low
statistical power and poor reproducibility of results. To address the above issues, in this paper, we propose
two knockoff-based nonconvex regularization methods for identifying biomarkers. These two methods can
perform variable selection while rigorously guaranteeing the false discovery rate (FDR) at a given desired level
with high statistical power. We combine two nonconvex regularization methods, Smoothly Clipped Absolute
Deviation (SCAD) and Minimax Concave Penalty (MCP), with the knockoff framework, respectively. Knockoff
variables are first constructed to mimic the correlation structure of the original variables while maintaining
independence from the response, and then the original and knockoff variables are used as augmentation
matrices for variable selection. Since the nonconvex regularization method has good statistical theoretical
properties such as unbiasedness, sparsity and Oracle, the proposed methods are better able to deal with
heavy-tailed distributions, high noise and high correlation data. We verify the effectiveness of the proposed
methods through numerical simulation experiments, and the results show that the proposed methods have
strong statistical power while controlling the FDR compared to the comparison baseline method. We also
apply the proposed methods to identify Human Immunodeficiency Virus (HIV) drug resistance-related gene
mutations, Alzheimer’s disease brain lesion regions, and purity-related genes in tumor samples, which can
provide references and help for clinical diagnosis and treatment.
1. Introduction

Biomarkers typically refer to indicators that can be objectively mea-
sured and evaluated to reflect physiologic or pathologic processes, as
well as biological effects on exposure or therapeutic interventions [1].
Precision medicine can rely on validated biomarkers to better classify
patients based on their probable disease risk, prognosis and/or response
to treatment. With the development of high-throughput technology,
biomedical big data [2] has brought great revolution to the identifi-
cation of biomarkers and has become a key driver in the development
of precision medicine applications [3]. However, the full potential of
big data cannot be mined without computational or statistical methods
to carry out the process of recognizing reliable patterns and extracting
useful information. Dramatic increases in computational power and
resource availability have driven the development of such approaches
over the past few decades [4], and now the discovery and identification
of biomarkers from big data, either through computational or statistical
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methods, is increasingly becoming one of the key technologies in
precision medicine approaches [5].

However, clinically validated biomarkers represent a very small per-
centage of biomarkers that have been discovered or have been reported
in the literature. As of 2010, only 24 cancer biomarkers had been
approved by the FDA [6], and of the 1,261 biomarker proteins cited
in the literature, approximately only 5% have been studied in greater
depth, with less than 3% used in the clinic [7]. And another paper noted
that there are more than 150,000 publications documenting thousands
of biomarkers, but no more than 100 have been validated in actual
clinical practice [8].

The reasons for this may be, on the one hand, the under-promotion
of the application of current computational methods to more complex
real-world medical data [9], and on the other hand, the massive amount
of data that increases the burden of the multiple testing problem, the
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fact that the real data has a more complex correlation as well as an
increase in the computational cost [10]. Although existing computa-
tional methods have been able to rapidly identify putative biomarkers,
true validation of biomarkers is still hampered by low statistical power
and poor reproducibility of results.

To reduce time-consuming and expensive experimental validation,
researchers require more reliable biomarkers that contain few false
positives. Generally, the identification of biomarkers is statistically
referred to as variable selection or feature selection, also known as
‘‘discoveries’’. Accordingly, the false discovery rate (FDR) [11] was de-
veloped as a statistical criterion to ensure the reliability of discoveries.
Existing methods of controlling for FDR typically rely on 𝑝-values to
compute tests of variable significance. The Benjamini–Hochberg (BH)
method [11] tests for the significance of a variable by calculating the
𝑝-values that satisfy collateral conditions such as positive correlation or
independence [12]. However, these conditions are difficult to ensure,
especially in the nonlinear or high-dimensional case. The Benjamini–
Yekutieli (BY) [13] method ensures FDR control when the 𝑝-value has
an arbitrary form of dependence. However, it may suffer from statistical
power loss compared to the BH method. Therefore, it cannot guarantee
that FDR control is at the target or desirable level, which limits the
wide application of FDR control in healthcare big data.

The knockoff framework [14] is a recent statistical breakthrough
aimed at controlling FDR under arbitrary correlation structures and
without computing 𝑝-values. The key idea of the knockoff framework is
to construct knockoff variables that mimic the correlation structure of
the original variables but are independent of the response conditions
of the original variables, i.e., the knockoff variables are similar to
the original variables in terms of correlation structure, but given the
original variables they are conditionally independent of the response
outcome. Thus, knockoff variables can be used as negative controls for
the original covariates in order to separate the true variables from the
redundant or noisy ones, thus ensuring FDR control. In contrast to the
well-known BH, the knockoff framework appropriately accounts for ar-
bitrary correlations between the original variables while ensuring FDR
control. Furthermore, it is not limited to the use of calibrated 𝑝-values
and can be flexibly applied to feature importance scores computed
based on a variety of machine learning methods with rigorous finite-
sample statistical guarantees. The model-X knockoff [12] is shown
to ensure that the FDR is controlled at a given desired level in any
dimension and in any dependency structure between the variable and
the response. Candès et al. tested model-X knockoff in conjunction with
statistics from the Least Absolute Shrinkage and Selection Operator
(LASSO) [15] for high-dimensional nonparametric conditional model-
ing, showed superior performance through numerical experiments, and
obtained twice as many findings as the original analyses in a study of
Crohn’s disease.

LASSO, also known as 𝐿1 regularization, is a convex optimization
problem which can be solved by convex optimization tools with sparsity
and is widely used in the study of various variable selection problems.
However, in practice LASSO usually fails to produce the sparsest so-
lution and does not handle error data with heavy-tailed distributions
well. In addition, LASSO may lead to the selection of redundant or noisy
variables due to the overshrinking of the model’s nonzero coefficients.

To address the above issues, in this paper, we propose two knockoff-
based nonconvex regularization methods and apply them to identify
biomarkers. These two methods are able to perform variable selection
while rigorously ensuring that the FDR is at a given desired level
with high statistical power. We combine two nonconvex regulariza-
tion methods, Smoothly Clipped Absolute Deviation (SCAD) [16] and
Minimax Concave Penalty (MCP) [17], with the knockoff framework,
respectively. Compared with the LASSO method, the proposed meth-
ods have good statistical theoretical properties, such as unbiasedness,
sparsity, and Oracle, and are able to deal with the heavy-tailed dis-
tributions, highly noisy, and highly correlated data in a better way.
2

We design a series of numerical simulation experiments to analyze the
effectiveness of the proposed methods. Further, we apply the proposed
methods to biomarker studies of Human Immunodeficiency Virus (HIV)
drug resistance-related gene mutations, Alzheimer’s disease brain lesion
regions, and purity-related gene identification in tumor samples. The
source code is available from https://github.com/shoujiang/knockoff_
nonconvex.

2. Methods and materials

2.1. The variable selection problem

The general variable selection problem is the following. Suppose
that there are 𝑝 potential explanatory variables 𝑿 = (𝑋1,… , 𝑋𝑝) and
an observed response 𝑌 . Given 𝑛 samples, we need to know which
predictors (variables) are important for the response 𝑌 .

We assume that, conditionally on the predictors, the responses are
independent and the conditional distribution of 𝑌𝑖 only depends on its
corresponding vector of predictors. Formally, We denote the following
conditional distribution.

𝑌𝑖|(𝑋𝑖,1,… , 𝑋𝑖,𝑝)
ind.∼ 𝐹𝑌 |𝑋 , 𝑖 = 1,… , 𝑛. (1)

The variable selection problem is motivated by the belief that, in many
practical applications, 𝐹𝑌 |𝑋 actually only relies on a (small) subset
 ⊂ {1,… , 𝑝} of the predictors, such that 𝑌 is independent of all other
variables, conditionally on {𝑋𝑗}𝑗∈ . This is a very intuitive definition,
that can be informally restated by saying that the other variables are
not important because they do not offer any extra information on 𝑌 .
The smallest set  with this property is often referred to as a Markov
blanket [18]. The variables of set {𝑋𝑗}𝑗∈ are truly significant for the
response and those {𝑋𝑗}𝑗∉ are truly not significant for the response.
Under very mild conditions on 𝐹𝑌 |𝑋 , this can be shown to be unique
and the variable selection problem is cleanly defined. In order to avoid
any ambiguity in those pathological cases in which the Markov blanket
is not unique, we refer to as the 𝑗th predictor is 𝑛𝑢𝑙𝑙 if and only if

is independent of 𝑋𝑗 , conditionally on all other predictors 𝑋−𝑗 =
{𝑋1,… , 𝑋𝑝} ⧵ {𝑋𝑗}. We denote the subset of null variables by 0 ⊂
{1,… , 𝑝} and call the 𝑗th variable relevant (or non-null) by  if 𝑗 ∉ 0.

We aim to identify the set  with a theoretically guaranteed false
discovery rate. More precisely, we are able to select the variables while
ensuring that the FDR is under target level 𝛼 ∈ (0, 1). Here, the FDR is
defined as

FDR = E

[

|̂ ∩ 0
|

|̂| ∨ 1

]

. (2)

where ̂ denotes a subset selected from the observed data (𝑿, 𝑌 ). Con-
trolling the FDR is actually to control Type I error. The power is another
measurement of the performance of variable selection procedure, which
is the expectation of the proportion of the selected true variables among
the true variables. The power is defined as

Power = E

[

|̂ ∩ |
||

]

. (3)

The aim of study is to achieve high power for variable selection with
exactly guaranteed FDR control.

2.2. Nonconvex regularization based on model-X knockoffs

We study the SCAD and MCP based on the model-X knockoffs for the
variable selection problem, which theoretically guaranteed FDR control
and meanwhile achieving high power.

According to the assumptions of variable selection problem in Sec-
tion 2.1, we consider the general linear regression model

𝒚 = 𝑿𝜷 + 𝝐, (4)

where 𝑿 ∈ R𝑛×𝑝 is the random matrix of explanatory potential vari-
𝑛 𝑝
ables, 𝒚 ∈ R is a responses vector, 𝜷 ∈ R is an unknown coefficients
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vector, 𝝐 ∈ R𝑝 is the vector of random errors, and 𝑛 denotes the sample
ize and 𝑝 denotes the dimensionality of variable. Suppose that 𝜷 is
parse and 𝑘 is the number of nonzero 𝜷, 𝑘 ≪ 𝑛, 𝑘 ≪ 𝑝, that is, we
ope to select significant variables set , 𝑘 is the size of . Specifically,
𝑗 ≠ 0 for some (unknown) index 𝑗 ∈  and 𝛽𝑗 = 0 for all 𝑗 ∈ 0.

The nonconvex regularization methods provide an effective way to
olve the above problem, which have the following form,

̂ (𝜆) = arg min
𝜷∈R𝑝

{1
2
‖𝒚 −𝑿𝜷‖22 + 𝑃 (𝜷; 𝜆)

}

. (5)

where (𝒚,𝑿) represents a data set, ‖𝒚 −𝑿𝜷‖22 is a square loss function.
he regularization parameter 𝜆 ∈ (0,+∞) controls the complexity
f model and thus alleviates the overfitting problem that tends to
rise due to high dimensionality of the variables and small sample
ize, i.e., 𝑛 ≪ 𝑝. The 𝑃 (𝜷; 𝜆) represents the penalty function. Here,

we consider SCAD and MCP penalty function. Statistically, Fan and
Li [16] theoretically proved that SCAD possesses sparsity, unbiasedness,
continuity and Oracle properties of variable selection and overcomes
some limitations of 𝐿1 regularization. The SCAD penalty is defined as

SCAD(𝛽; 𝜆) = 𝜆|𝛽|𝐼{0≤|𝛽|≤𝜆} +
(

(𝑎 − 1)𝜆2

2
+ 𝜆2

)

𝐼{|𝛽|≥𝑎𝜆}

+
(

2𝑎𝜆(|𝛽| − 𝜆) − (|𝛽|2 − 𝜆2)
2(𝑎 − 1)

+ 𝜆2
)

𝐼{𝜆≤|𝛽|≤𝑎𝜆},
(6)

here 𝑎 is a constant, for some 𝑎 > 2. MCP was proposed by Zhang
t al. [17] for variable selection of high-dimensional data. MCP satisfies
he Oracle property of variable selection, i.e., the correct model is
elected consistently and the estimation of parameters satisfies asymp-
otic normality. The MCP penalty is expressed as

MCP(𝛽; 𝜆) = 𝜆∫

𝛽

0
(1 − 𝑥

𝛾𝜆
)+𝑑𝑥, (7)

here (1 − 𝑥
𝛾𝜆 )+ = max{1 − 𝑥

𝛾𝜆 , 0}, for some 𝛾 > 1. Both SCAD and
MCP penalty function were performed in an attempt to avoid excessive
penalization for coefficients 𝛽 of model. However, SCAD and MCP
annot guarantee the FDR control while performing variable selection.

Then, we utilize the model-X knockoffs to construct knockoff vari-
bles �̃� for the original variables 𝑿. The construction of model-X
nockoff variables is the key ingredient of the model-X knockoff proce-
ure proposed by Candès et al. [12]. We construct the model-X knockoff
ariable defined as follows

efinition 1. The model-X knockoff variables �̃� = (�̃�1,… , �̃�𝑝) of a set
f random variables 𝑿 = (𝑋1,… , 𝑋𝑝) is required to satisfy the following

properties:
∙ For any subset  ⊂ {1,… , 𝑝}

𝑿, �̃�]swap()
𝑑
= [𝑿, �̃�]. (8)

𝑿, �̃�] denotes that matrix 𝑿 and �̃� are concatenated by columns.
𝑿, �̃�]swap() is obtained by swapping the entries 𝑋𝑗 and �̃�𝑗 for any
∈  and 𝑑

= denotes equal in distribution.
∙ The response 𝑌 should be conditionally independent of the knock-

ff variable �̃�𝑗 given the original variable 𝑋𝑗 .

The same distribution of [𝑿, �̃�]swap() and [𝑿, �̃�] is equivalent to
the fact that they have the same first two moments, i.e., the same mean
and covariance.

Suppose that 𝜮 is the covariance matrix of 𝑿, then the covariance
of [𝑿, �̃�] is defined as

cov(𝑿, �̃�) =
[

𝜮 𝜮 − diag{𝑠}
𝜮 − diag{𝑠} 𝜮

]

, (9)

where 𝑠 is chosen to obtain a positive semidefinite covariance matrix.
Theoretically, we can generate model-X knockoff variables satisfying
the above properties by using the Sequential Conditional Independent
Pairs (SCIP) algorithm proposed by Candès et al. in [12]. However,
3

since the SCIP algorithm generates knockoff variables depending on
the exact distribution, the computational complexity is rather high.
Therefore, we utilize an approximate construction method called the
approximate semidefinite program (ASDP) to generate the model-X
knockoff variable. The ASDP program construction is as follows,

Step 1. Choose an approximation 𝜮approx of 𝜮 and solve:

minimize
∑

𝑗
|

|

|

1 − �̂�𝑗
|

|

|

subject to �̂�𝑗 ≥ 0
diag{�̂�} ⪯ 2𝜮approx

(10)

tep 2. Solve:

maximize 𝛾
subject to diag{𝛾�̂�} ⪯ 2𝜮 (11)

nd set 𝑠ASDP = 𝛾�̂�.
We concatenate the original variables 𝑿 and the generated model-

knockoff variables �̃� into a new 𝑛 × 2𝑝 augmented matrix [𝑿, �̃�] ∈
R𝑛×2𝑝 by columns. Then we reconsider and rewrite the nonconvex
regularization (SCAD and MCP) form of (5) so that [𝑿, �̃�] replaces 𝑿
s follows

̂ aug(𝜆) = arg min
𝜷∈R2𝑝

{1
2
‖𝒚 − [𝑿, �̃�]𝜷‖22 + 𝑃 (𝜷; 𝜆)

}

. (12)

sing the data set ([𝑿, �̃�], 𝒚), we solve the nonconvex optimization
roblem of Eq. (12) and obtain the model solution as �̂�aug(𝜆) =

(�̂�aug
1 (𝜆),… , �̂�aug

2𝑝 (𝜆)). In order to select the significant variables, we
measure the importance of variables by constructing the statistics 𝑉 .
There are various methods for constructing the knockoff statistics for
each variable 𝑋𝑗 , such as |𝛽aug𝑗 (𝜆)|−|𝛽aug𝑗+𝑝(𝜆)|, log(|𝛽aug𝑗 (𝜆)|)-log(|𝛽aug𝑗+𝑝(𝜆)|)
r sign(|𝛽aug𝑗 (𝜆)| − |𝛽aug𝑗+𝑝(𝜆)|)max{|𝛽aug𝑗 (𝜆)|, |𝛽aug𝑗+𝑝(𝜆)|}.

We use the following statistic 𝑉𝑗 to measure the difference between
he magnitude of coefficients of original variables and the correspond-
ng knockoff variables.

𝑗 = |𝛽aug𝑗 (𝜆)| − |𝛽aug𝑗+𝑝(𝜆)| (13)

t satisfies the requirements of the sign-flip property described in [12].
iven by a data-dependent knockoff threshold

= min

{

𝑡 > 0 ∶
#
{

𝑗 ∶ 𝑉𝑗 ≤ −𝑡
}

#
{

𝑗 ∶ 𝑉𝑗 ≥ 𝑡
} ≤ 𝛼

}

(14)

where 𝛼 ∈ [0, 1]. Candès et al. [12] have proved that the model-X
knockoffs control the FDR under a desired 𝛼 for finite sample size
and any dimensionality. We select the set ̂ of significant variables by
̂ = {𝑗 ∶ 𝑉𝑗 > 𝛤 } with controlling the FDR level 𝛼.

Intuitively, the reason why this procedure can control the FDR is
that the sign of null 𝑉𝑗 ’s can be shown to be the result of an independent
coin flips, by the exchangeability of the null |𝛽aug𝑗 (𝜆)| and |𝛽aug𝑗+𝑝(𝜆)|,
conditional on the absolute value |𝑉 |. Therefore, it can be shown that
the adaptive threshold 𝛤 is a conservative estimate of proportion of
false discoveries.

3. Simulation studies

In this section, we conduct numerical experiments to investigate
the performance of the proposed methods that can control the false
discovery rate well in the procedure of variable selection on the sim-
ulated datasets. We will compare the performance of SCAD and MCP
based on model-X knockoffs with several other methods for variable
selection, which are LASSO with knockoff filter, SCAD regularization
method, MCP regularization method, and random forests method [19].
We will first describe the model setup and simulation settings in detail,

and then compare and analyze the experimental results.
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3.1. Simulation designs and settings

3.1.1. Effect of signal amplitude
The signal magnitude is defined as the magnitude of the nonzero

coefficient 𝜷 in a linear model, also known as the coefficient magnitude.
In the model Eq. (5) for identifying biomarkers, the signal magnitude
indicates the correlation between the selected biomarker and the re-
sponse outcome. We consider the effect of varying the signal amplitude
𝐴, the row of the design matrix 𝑿 = (𝒙1,… ,𝒙𝑛)⊤ ∈ R𝑛×𝑝 is drawn from
i.i.d.  (𝟎, 𝑰𝑝), we normalize each column of 𝑿.

Gaussian linear model. We simulate the response 𝒚 from Gaussian
inear model, that is, 𝒚 = 𝑿𝜷 + 𝝐, where 𝜷 = (𝛽1,… , 𝛽𝑝)⊤ ∈ R𝑝 is

generated by randomly selecting 𝑘 nonzero coefficients and randomly
positive and negative signs. The element of the model error 𝝐 ∈ R𝑛 is
rawn from  (0, 1).
Binomial linear model. We link potential variables and responses

n a nonlinear fashion. More specifically, we assume the following
inomial linear model to link variables and potential responses 𝒚 =
𝑦1,… , 𝑦𝑝)⊤,

r
(

𝑦𝑖 = 1 ∣ 𝒙𝑖
)

=
exp

(

𝒙⊤𝑖 𝜷
)

1 + exp
(

𝒙⊤𝑖 𝜷
) (15)

here the coefficient vector 𝜷 is the same as above the settings of
aussian linear model.

.1.2. Effect of variable correlation
When we consider the effect of varying the variable correlation, the

ow of the design matrix 𝑿 ∈ R𝑛×𝑝 is drawn from i.i.d.  (𝟎,𝜣𝜌), where
𝜣𝜌)𝑗𝑘 = 𝐶𝑜𝑣(𝒙𝑗 ,𝒙𝑘) = 𝜌|𝑗−𝑘|, 𝑗, 𝑘 = 1,… , 𝑝, denotes the correlation
nd then we normalize each column of 𝑿. 𝐶𝑜𝑣(𝒙𝑗 ,𝒙𝑘) denotes the

covariance of 𝒙𝑗 and 𝒙𝑘 and is defined as 𝐶𝑜𝑣(𝒙𝑗 ,𝒙𝑘) = 𝐸[(𝒙𝑗 −
𝐸(𝒙𝑗 ))(𝒙𝑘 − 𝐸(𝒙𝑘))], where 𝐸(⋅) is the expectation.

In this simulation, we simulate the response vector 𝒚 from the same
Gaussian linear model and binomial linear model as in Section 3.1.1.
The remaining settings are also the same as those in the previous
Section 3.1.1.

3.1.3. Simulation settings
The desired target FDR level 𝛼 = 0.1 in all simulations. We consider

𝑛 > 𝑝 for the low-dimensional setting, where the sample size 𝑛 =
3000, the variables dimension 𝑝 = 1000, and 𝑛 < 𝑝 for the high-
dimensional setting, where 𝑛 = 500 and 𝑝 = 1000. For simulations that
𝒚 comes from the Gaussian linear model, the 𝑘 = 60 is the number of
nonzero coefficients 𝜷. For simulations that 𝒚 comes from the binomial
linear model, 𝑘 = 60 is in low-dimensional settings and 𝑘 = 40 is in
high-dimensional settings.

For effect of signal amplitude, the correlation coefficient 𝜌 = 0,
that is, the variables are independent of each other and the varying
signal amplitude 𝐴 is set differently for different simulations, refer to
the caption of each simulation for details.

For effect of variable correlation, the varying correlation coefficient
𝜌 = (0.1, 0.2, ⋯ , 0.8) in all simulations and the signal amplitude 𝐴 has
different fixed values for different simulations.

3.2. Simulation results

We generate simulated datasets to calculate the mean FDR and
mean power for each method over 30 repetitions respectively. For the
illustration purposes, we denote the SCAD, MCP, and LASSO methods
based on model-X knockoffs as Knockoff SCAD, Knockoff MCP and
4

Knockoff LASSO, respectively.
3.2.1. Analysis of effect of signal amplitude
With the effect of varying signal amplitude, the FDR and power

variation curves of various methods are shown in Figs. A.12–2.
Fig. A.12 shows the power and FDR curves as the coefficient am-

plitude is varied under the Gaussian linear model and low-dimensional
settings. Although the power of SCAD and MCP are relatively high, the
FDR of these methods is very high as well. When we apply the knockoff
filter, we can see from Fig. A.12 that all methods successfully control
FDR at the desired level. It can be seen that the power of the Knockoff
SCAD and Knockoff MCP is slightly higher than that of the Knockoff
LASSO with guaranteed control of the FDR.

In Gaussian linear model and the high-dimensional setting, the
results are shown in Fig. 1. Similarly, the FDR of SCAD and MCP greatly
exceeded the desired FDR level (𝛼 = 0.1), and all knockoff meth-
ods indeed control the FDR, especially, the power of Knockoff SCAD
and Knockoff MCP are higher than Knockoff LASSO when coefficient
amplitude 𝐴 ≥ 4.5.

Fig. A.15 shows the performance of different methods in binomial
linear model and low-dimensional settings. The results show that the
power of Knockoff SCAD is higher than Knockoff LASSO for all the
coefficient amplitude, and all knockoff methods indeed control the
FDR. The power of Knockoff MCP is higher than Knockoff LASSO when
coefficient amplitude 𝐴 ≥ 7. Similarly, although the power of SCAD and

CP methods are relatively high, their FDR is high as well. In other
ords, SCAD and MCP completely failed to control the FDR.

As shown in Fig. 2, all knockoff methods indeed control the FDR at
he target level in binomial linear model and high-dimensional settings.
he results also show that the power of Knockoff SCAD and Knockoff
CP are higher than Knockoff LASSO for all the coefficient amplitude.

n particular, for all the coefficient amplitude, the power of Knockoff
CP is particularly much higher than Knockoff LASSO.

.2.2. Analysis of effect of variable correlation
With the effect of varying the variable correlation, the FDR and

ower variation curves of various methods are shown in Figs. A.13–4.
Figs. A.13 and 3 show the performance of the various methods

n the Gaussian linear model for low and high dimensional settings,
espectively. Fig. A.13 shows that Knockoff SCAD, Knockoff MCP and
nockoff LASSO have the same performance in low-dimensional set-

ings. Similarly, neither SCAD nor MCP select variables under the
arget FDR control. Fig. 3 shows that Knockoff SCAD and Knockoff
CP continue to be much more powerful than other methods with the

onsideration of variable dependencies in high-dimensional settings. It
an be seen that the performance of SCAD and MCP is the same as
ig. A.13.

Figs. A.14 and 4 are devoted to the case of binomial linear model.
ig. A.14 shows that when 𝜌 < 0.4, the power of Knockoff SCAD and
nockoff MCP are higher than Knockoff LASSO, and when 𝜌 > 0.4, the
ower of them is almost the same for low-dimensional settings. Fig. 4
hows that the power of Knockoff SCAD and Knockoff MCP are higher
han Knockoff LASSO when 𝜌 < 0.7 in high-dimensional settings. Same
s other simulation settings, SCAD and MCP still cannot control target
DR in both low and high dimensional settings.

However, for random forests, coefficient magnitudes and variable
orrelations are not significant for both FDR and Power, but FDR for
andom forests is consistently large while statistical Power is small, thus
uggesting that random forests are not able to control for FDR and thus
btain high statistical power.

. Real data applications

.1. Application to HIV-1 drug resistance

In this section, we apply the proposed methods (Knockoff SCAD and
nockoff MCP) to HIV-1 data [20] to identify mutations associated with
rug resistance.
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Fig. 1. Comparison of Power and FDR for various variable selection procedures with varying signal amplitude in the high-dimensional setting of the Gaussian linear model.
4.1.1. Dataset and settings
The dataset includes genotype information and drug resistance mea-

surements. There are three different classes of drugs, protease inhibitors
(PIs), nucleoside reverse-transcriptase inhibitors (NRTIs), and nonnu-
cleoside reverse transcriptase inhibitors (NNRTIs) each with a corre-
sponding dataset. Details of the three datasets are shown in Table 1.

We remove samples with missing resistance information during data
preprocessing while retaining only those mutations that had more than
three in the sample, as shown in the Table 1. The variable 𝑋𝑖 is a marker
for the presence or absence of the 𝑖th mutation, and the log-transformed
drug resistance level is the response 𝒚. Rhee et al. [21] created the
treatment-selected mutation (TSM) panel containing mutations asso-
ciated with the treatment of each class of drugs. In fact, TSM is a
good approximation of ground truth and can be used to evaluate our
methods. We compare the mutations selected by the proposed methods
5

Table 1
The description of HIV-1 drug resistance datasets.

Drug type Numbers of drugs Sample size 𝑛 Mutations appearing
≥ 3 times in sample

PI 7 846 209
NRPI 6 634 287
NNRPI 3 745 319

with TSM. For each drug class, as long as the 𝑖th mutation is selected
for any of the drugs in that class, we considered it as a discovery.

In the selection procedure, we desire target FDR level 𝛼 = 0.2. We
note the selected mutations in the TSM list as true discoveries and those
not in the TSM list as false discoveries. We perform the experiment 100
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Fig. 2. Comparison of Power and FDR for various variable selection procedures with varying signal amplitude in the high-dimensional setting of the binomial linear model.
times separately and then compare the results of the different methods
by the mean of the number of true discoveries and false discoveries.

4.1.2. Analysis of experimental results
We compare the performance of the three methods (Knockoff SCAD,

Knockoff MCP and Knockoff LASSO) applied to different types of HIV
drug resistance-associated mutations in experiments. Figs. 5, 6, and 7
summarize the mutations selected by all methods for the three different
types of drugs PI, NRTI and NNRTI, respectively. Compared to Knockoff
LASSO, Knockoff SCAD and Knockoff MCP, two nonconvex regulariza-
tion based on knockoffs methods, obtained better performance with
6

much better controlled proportion of false discoveries in 15 out of 16
cases. As can be seen from Fig. 5, especially in the analysis of both APV
and ATV cases, the proportion of false discoveries has been quite low.
In summary, the proposed methods show slightly better agreement with
TSM lists compared to Knockoff LASSO.

4.2. Application to Alzheimer’s Disease

In this application, we apply the proposed methods to study lesion
regions of brains in Alzheimer’s Disease (AD), which is an irreversible
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Fig. 3. Comparison of Power and FDR for various variable selection procedures varying variable correlation in the high-dimensional setting of the Gaussian linear model. Here
the signal amplitude 𝐴 = 4.5.
neurodegenerative brain disease and the most common form of de-
mentia in the elderly population. With the increasing aging of the
population, AD has attracted a lot of attention in recent years.

4.2.1. Structural magnetic resonance imaging dataset and settings
We obtain the dataset acquired by structural Magnetic Resonance

Imaging (MRI) scan from ADNI.1 The dataset consist of 126 AD, 433
Mild Cognitive Impairment (MCI) and 193 Normal Controls (NC), for a
total of 752 samples. We first pre-processed each image with the Dartel
VBM [22] and then segmented the gray matter (GM), white matter
(WM) and cerebral spinal fluid (CSF) using the toolbox Statistical

1 http://adni.loni.ucla.edu
7

Parametric Mapping (SPM).2 Finally, the entire brain was divided into
90 Cerebrum anatomical regions using Automatic Anatomical Labeling
(AAL) atlas [23], and the sum of all GMs within each region was
provided as its volume.

The variable 𝑋𝑖 denotes the volume of the 𝑖th region that is nor-
malized. The Alzheimer’s Disease Assessment Scale(ADAS) was initially
used by Rosen et al. [24] to assess the severity of cognitive dysfunction
and was later found by Zec et al. [25] to be able to clinically differ-
entiate between patients with AD and normal controls. We use ADAS
as the response 𝒚. The desired target FDR 𝛼 equal to 0.2. We applied
the Knockoff SCAD, Knockoff MCP and Knockoff LASSO methods to

2 https://www.fil.ion.ucl.ac.uk/spm/

http://adni.loni.ucla.edu
https://www.fil.ion.ucl.ac.uk/spm/
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Fig. 4. Comparison of Power and FDR for various variable selection procedures varying variable correlation in the high-dimensional setting of the binomial linear model. Here
the signal amplitude 𝐴 = 30.
identify lesion regions associated with Alzheimer’s Disease. We perform
100 repetitions of the experiment and we consider the lesion region is
selected if it has been selected more than half the times.

4.2.2. Analysis of region selection
Table 2 shows the results of the lesion regions of the brain selected

by various methods. The (L) represents the left brain and (R) represents
the right brain. The three overlapping lesion regions, Hippocampus
(L), Hippocampus (R) and Middle Temporal Gyrus (L), have been
extensively reported in the literature to have significant gray matter
8

degeneration in AD patients [26–28]. The Alzheimer’s Disease usually
begins and is ultimately most severe in the medial temporal lobe, par-
ticularly the entorhinal cortex and hippocampus was reported in [26].
Schuff et al. [27] showed that Alzheimer’s Disease patients have a
smaller hippocampus on average and greater volume loss over time
than normal subjects, whereas mild cognitive impairment patients have
a volume of hippocampus between patients of Alzheimer’s Disease and
normal subjects. Roquet et al. [28] reported that dementia revealed
atrophy around the left Middle Temporal Gyrus in mild-AD patients.
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Fig. 5. Results of applying Knockoff SCAD, Knockoff MCP and Knockoff LASSO on PI-type drug resistance of HIV-1 based on genetic mutations. Dark blue indicates the selected
mutations is in the TSM list (true discoveries), orange indicates the selected mutations is not in the TSM list (false discoveries).
Fig. 6. Results of applying Knockoff SCAD, Knockoff MCP and Knockoff LASSO on NRTI-type drug resistance of HIV-1 based on genetic mutations.
Fig. 7. Results of applying Knockoff SCAD, Knockoff MCP and Knockoff LASSO on NNRTI-type drug resistance of HIV-1 based on genetic mutations.
Table 2
The lesion regions are selected using Knockoff SCAD, Knockoff MCP and Knockoff LASSO in structural MRI dataset.

Selected regions Knockoff SCAD Knockoff MCP Knockoff LASSO

Hippocampus (L) [26,27] ✓ ✓ ✓

Hippocampus (R) [26,27] ✓ ✓ ✓

Middle Temporal gyrus (L) [28] ✓ ✓ ✓

Middle Temporal gyrus (R) [29] ✓ ✓

Inferior Temporal gyrus (L) ✓ ✓

Inferior parietal, but supramarginal and angular gyri (R) [30] ✓ ✓

Superior frontal gyrus, orbital part (L) [30,31] ✓
9
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Compared to Knockoff LASSO, Knockoff SCAD and Knockoff MCP
can additionally select region ‘‘Inferior Temporal gyrus’’ in left brain
and ‘‘Middle Temporal gyrus’’, ‘‘Inferior parietal, but supramarginal
and angular gyri’’ in the right brain. Bakkour et al. reported that
Inferior Temporal gyrus much more affected by Alzheimer’s Disease
than by aging in [30]. Dong et al. [29] suggest that hypometabolism
of right Middle Temporal Gyrus may be a typical feature of subjective
cognitive decline, and that massive hypometabolism in patients in
the symptomatic phase of Alzheimer’s Disease may begin with right
Middle Temporal Gyrus and develop gradually from the preclinical
stage. Bakkour et al. [30] also the Inferior parietal region is affected
by both aging and Alzheimer’s Disease.

Further, Cajanus et al. [31] studied the effect of Superior Frontal
gyrus on disinhibition and aberrant motor behavior, and the results of
the study showed that the left Superior Frontal gyrus showed a cor-
relation with elation and disinhibition, while aberrant motor behavior
was associated with right Superior Frontal gyrus. Of the three methods
we compared, the unique Knockoff MCP selects the ‘‘Superior frontal
gyrus, orbital part (L)’’ associated with Alzheimer’s Disease.

These results show that the proposed methods have more powerful
than Knockoff LASSO in this experiment. This is due to the nonconvex
regularization possesses excellent statistical theoretical properties such
as unbiasedness, sparsity and Oracle properties that guarantee that
nonsignificant variables are missed.

4.3. Application to tumor sample purity estimation

Tumor sample purity is defined as the percentage of cancer cells
in the tumor sample and is utilized to detect non-cancer cells and
cancer cells in the tumor microenvironment. Current studies show that
tumor sample purity is significantly correlated with gene expression
data [32,33]. In recent years, RNA-seq gene expression data have been
used to estimate tumor purity and to discover genetic signatures for
individual cancer types [34,35]. Tumor purity and gene expression are
positively correlated, then it is highly likely that the gene is predom-
inantly expressed in cancer cell. In this application, we are interested
in the important genes identified by applying the proposed methods to
estimate tumor sample purity using RNA-seq expression data.

4.3.1. RNA-seq expression dataset and settings
RNA-seq gene expression data and tumor purity data required for

the experiment can be downloaded from the Genomic Data Com-
mons3 [36]. We utilize the proposed methods for estimation of tumor
purity to identify genes associated with skin cutaneous melanoma
(SKCM) and breast invasive carcinoma (BRCA), respectively. First, we
eliminate samples with missing values and 0 variance in the RNA-
seq gene expression data. The three datasets we obtained contain 444
SKCM samples and 1000 BRCA samples respectively, and each sample
consists of 20506 expressed genes. The tumor purity corresponding
to the sample in the gene expression data are used as the response
variable. Before performing gene identification procedure, we first
reduce the expression data from more than 20,000 dimensions to about
500 dimensions by using LASSO to save computational costs. We set the
desired FDR target level 𝛼 equal to 0.1. Further, we analyzed the genes
dentified by the Knockoff SCAD, Knockoff MCP and Knockoff LASSO,
espectively. Each method is run for 100 repetitions of the experiment
n each cancer dataset, and then the gene is identified if it has been
elected more than half the times.

3 https://gdc.cancer.gov/about-data/publications/pancanatlas
10
Table 3
There are genes identified by Knockoff SCAD and Knockoff MCP respectively that are
associated with SKCM tumor purity.

Knockoff SCAD Knockoff MCP

ACTL8, APOL6, BMP15, DDX4,
DMRTC1, EFEMP1, GLRX,
GPR109A, GPR120, HSPA12A,
ISG20, KRTAP19.7, LOC440461,
LOXL1, PPP1R16B, RNF144A,
SLC1A7, VGLL4

ACTL8, APOL6, BMP15, DDX4,
DMRTC1, DNTT, EFEMP1, GLRX,
GPR109A, GPR120, GPR27,
HSPA12A, ISG20, KRTAP19.7,
LOC440461, LOXL1, PPP1R16B,
RNF144A, SLC1A7, VGLL4

4.3.2. Analysis of identified genes related to tumor sample purity
Tables 3 and 4 show the genes identified by Knockoff SCAD, Knock-

off MCP and Knockoff LASSO, respectively. The expression of these
genes are related to SKCM tumor purity. The correlation between rela-
tive gene expression level and SKCM tumor purity is depicted in Figs. 9
and A.16, and these genes are common among the genes identified by
the three methods. In this experiment, all SKCM samples with tumor
purity of the top 1∕3 are divided into one group (High purity) and
the last 1∕3 are divided into one group (Low purity). Each high-low
pair is tested by nonparametric Wilcoxon signed-rank test and the 𝑝-
alue is shown at the top of box plot. The box plots 9 and A.16 show
hat the expression levels of most of the identified genes are highly
orrelated with SKCM tumor purity. Most of these genes are derived
rom stromal cells, as their expression levels are negatively correlated
ith SKCM tumor purity, such as ISG20, GLRX, APOL6. Then, all SKCM

amples with gene expression levels of the top 1∕3 are divided into one
group (High level) and the last 1∕3 are divided into one group (Low
level). We perform survival analysis on these identified genes (ISG20,
GLRX, APOL6, RNF144 A). The genes in Fig. 9 correspond to genes with
significant 𝑝-value in the coefficients of the Cox regression model. The
Kaplan–Meier curve of the survival analysis is shown in Fig. 8. Cheng
et al. [37] reports the high expression of ISG20 is related to the long
overall survival in SKCM and suggests that ISG20 may be a good marker
of virus prevention and cancer progression. The high expression level of
APOL6 may detect malignant transformation at its earliest occurrence,
which is a necessary condition for improving preventive interventions
and reducing the incidence of cancer [38]. RNF144 A is specifically up-
regulated in melanocytes and has the function of avoiding uncontrolled
proliferation. It is found to be a part of embryonic development and is
a regulator of cancer development [39].

Tables 5 and 6 reports identified genes related to BRCA tumor purity
by using Knockoff SCAD, Knockoff MCP and Knockoff LASSO. The box
plots in Figs. 11 and A.17 show that the expression levels of most of
the identified genes are highly correlated with BRCA tumor purity. The
settings of this experiment are the same as that of SKCM. The survival
analysis is shown in Fig. 10. Among such genes, TARS, TPRXL, SPOCK3,
PAK7, IL12B and CCL21 have significant 𝑝-value in the coefficients of
the Cox regression model. TARS is correlated to shorter OS time in
BRCA [40]. Hicks et al. [41] report that there is a significant positive
correlation between IL12B gene expression levels and tumor infiltration
of 𝐶𝐷8+ 𝑇 cells and M1 macrophages. CCL21 is ranked as one of the
top important genes for pan-cancer tumor purity prediction in [35].
In summary, the partial genes identified by our method reproduce
previous work utilizing diverse methods.

5. Discussion and conclusion

Aiming at the low statistical power and poor reproducibility of re-
sults of existing variable selection methods for identifying biomarkers,
we propose two knockoff-based nonconvex regularization methods and
apply them to identify biomarkers. These two methods are able to
perform variable selection while rigorously guaranteeing the FDR at
a given desired level with high statistical power. The proposed meth-
ods have good statistical theoretical properties such as unbiasedness,
sparsity and Oracle, which can better handle heavy-tailed distributions,

https://gdc.cancer.gov/about-data/publications/pancanatlas
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Fig. 8. Kaplan–Meier curve of SKCM survival analysis, hazard ratio (HR) and its 95% confidence interval in cox regression, and the statistical test 𝑝-value of the overall model
importance.

Fig. 9. The relative gene expression level of identified genes corresponding survival analysis Fig. 8 in SKCM. Yello indicates low purity and blue indicates high purity. The relative
gene expression level is normalized by 𝑙𝑜𝑔2 transformation.
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Fig. 10. Kaplan–Meier curve BRCA survival analysis, hazard ratio (HR) and its 95% confidence interval in cox regression, and the statistical test 𝑃 -value of the overall model
importance.
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Fig. 11. The relative gene expression level of identified genes corresponding survival analysis Fig. 10 in BRCA. Yello indicates low purity and blue indicates high purity. The
relative gene expression level is normalized by 𝑙𝑜𝑔2 transformation.
Table 4
There are genes identified by Knockoff LASSO that are associated with SKCM tumor
purity.

Knockoff LASSO

ACSL5, ACTL7B, ACTL8, ACVR1C, ADCY3, ADPGK, AKAP8L, ALDH4A1, ANO2,
APOBEC1, APOL6, ARC, BCORL2, BCYRN1, BEST4, BMP15, C11orf85, C15orf53,
C17orf57, C6orf223, C7orf16, CAMP, CBWD6, CCDC65, CD163L1, CDK5R1,
CHRM4, CRTC3, CXCL6, CXorf66, DDX4, DEFB109P1, DEFB126, DMRTC1, DNTT,
EFEMP1, EMR3, EPDR1, FAM151A, FFAR2, FGFBP2, FKBP9L, FLJ32063, FRAS1,
GALNT13, GLRX, GPHN, GPR109A, GPR120, GPR27, GRAPL, HCG4P6, HCP5,
HLA.DRB6, HSPA12A, IL6, IQCF3, ISG20, KRT76, KRTAP19.7, LAMP3, LDHD,
LIMS3, LOC100268168, LOC340094, LOC375190, LOC440461, LOC441204,
LOC729121, LONRF2, LOXL1, LUZP4, LYZL6, MBD3L1, MBD6, MIPOL1, MPP4,
MS4A4A, MX1, MYH2, MYO1H, NBPF16, NFKB2, NRAP, OR13F1, OR1D2,
OR8G5, PADI6, PARP8, PCDHGA9, PDE6C, PDX1, PI16, PNKD, PPP1R16B,
PRODH, PSG2, RARRES1, RELB, RNF113B, RNF126P1, RNF144A, RORC, RPA1,
RPS26P11, SLC1A7, SNORA62, SNRPN, SNTG2, SPATA9, SRBD1, TBC1D28,
TNFRSF18, TNIP2, TSPAN33, TXNDC11, UFSP2, UNC13A, VGLL4, ZFAND3,
ZNF366, ZNF619

Table 5
There are genes identified by Knockoff LASSO that are associated with BRCA tumor
purity.

Knockoff LASSO

ANP32A, C14orf23, C1orf127, C20orf152, CARD10, CCL21, CD300E, CDH9,
CDRT15, CST1, CTAGE4, CYP2A6, DEFB119, DMGDH, FAM118A, FAM193A,
FGF1, FNIP2, FOXP2, GRIA2, IL12B, IL18RAP, ISM1, KRTAP19.3, LCN12,
MAGEB16, MIAT, NAALADL1, OR10A7, OR5AR1, OVCH2, PAK7, PCK1 ,
PECAM1, PIM2, PPIAL4B, PPIAL4E, SAA4, SLC37A1, SMTN, SPANXB2, SPOCK3,
TARS, TEPP, TPRXL, TSNAX.DISC1

Table 6
There are genes identified by Knockoff SCAD and Knockoff MCP respectively that are
associated with BRCA tumor purity.

Knockoff SCAD Knockoff MCP

C14orf23, C20orf152, CCL21,
CD300E, CDH9, CDRT15,
IL12B, LCN12, MAGEB16,
MIAT, NAALADL1, OR10A7,
OR5AR1, PAK7, PPIAL4B,
PPIAL4E, SPANXB2, SPOCK3,
TARS, TPRXL

C14orf23, C20orf152, CCL21,
CD300E, CDH9, CDRT15, CST1,
CYP2A6, GRIA2, IL12B, LCN12,
MAGEB16, MIAT, NAALADL1,
OR10A7, OR5AR1, PAK7, PECAM1,
PIM2, PPIAL4B, PPIAL4E, SPANXB2,
SPOCK3, TARS, TPRXL
13
high noise and high correlation data. We use comprehensive simulation
data studies to validate the proposed methods for FDR control in
different settings. We verify that the proposed methods outperform
the compared baseline methods in terms of statistical power and ro-
bustness. We further apply the proposed methods to the identification
of three biomarkers: identification of mutations in Human Immunod-
eficiency Virus (HIV) drug resistance-related genes, identification of
brain lesion regions in Alzheimer’s disease, and identification of purity-
related genes in tumor samples. Our results show that the proposed
methods can provide a powerful add-on to existing bioinformatics
tools to improve the reliability of FDR control, thereby increasing the
reproducibility of scientific discoveries and providing a reference and
aid for clinical diagnosis and treatment by reducing time-consuming
and expensive experimental validation.

In experiments simulating synthetic data, the proposed methods
have a significant advantage over methods that do not take FDR control
into account, such as SCAD regularization, MCP regularization, and
random forests, in controlling the FDR at a given desired level and
also obtaining good statistical power. Compared to the Knockoff LASSO
method, although it is a slight advantage in part of the experiments, it
has significantly higher statistical efficacy in part of the experiments
at the same level of FDR control. However, we also find that the
performance of the simulation experiment results is also unstable due
to the unstable generation of the knockoff variables, which requires
the development of more stable and fast methods for generating the
knockoff variables, which will be a possible future research work. In
addition, the proposed methods are a linear model, which may not
be able to capture the nonlinear effects, while deep neural networks
have excellent nonlinear modeling capabilities, therefore, extending the
idea of the proposed methods to deep neural networks is also a very
worthwhile research topic, and how to design statistics in the face of
the huge model parameters of deep neural networks is a challenge.

To evaluate the results Human Immunodeficiency Virus (HIV) drug
resistance related gene mutation identification, we compare the se-
lected mutations with the existing treatment-selective mutation (TSM)
group, the actual real situation is unknown, but these panels provide
a good approximation of the reference, and the proposed methods has
fewer false discoveries than Knockoff LASSO. As for the identification
of brain lesion regions in Alzheimer’s disease and the identification of
genes related to the purity of tumor samples, due to the lack of real

reference biomarkers, we queried a number of literature reports for



Biomedical Signal Processing and Control 91 (2024) 105965S. Li et al.
Fig. A.12. Comparison of Power and FDR for various variable selection procedures with varying signal amplitude in the low-dimensional setting of the Gaussian linear model.
side-by-side validation of the biomarkers identified by our method, and
for more in-depth research on a particular topic, we need to further
validate our selected biomarkers against wet experiments, which would
be out of our the scope of this work is beyond our ability.

We have designed extensive and specific experiments to validate
the FDR control of the proposed methods, both based on simulated
synthetic data and based on real bioinformatic data. However, in most
bioinformatics method papers, FDR control is only mentioned as a
metric but rarely validated, thus, in the comparison method we use
it can be seen that variable selection methods (e.g., random forests)
14
that have not considered FDR control, which have a very high FDR, get
many false positives. Many scholars have argued that the use of the BH
procedure for 𝑝-values is effective in controlling FDR; however, because
𝑝-values will be invalidated when model assumptions are violated or
𝑝-values are computationally problematic. We use the knockoff frame-
work to eliminate the need to compute 𝑝-values and combine it with the
excellent statistical properties of non-convex regularization methods,
making it a useful tool for identifying biomarkers in biomedical big
data.
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Fig. A.13. Comparison of Power and FDR for various variable selection procedures with varying variable correlation in the low-dimensional setting of the Gaussian linear model.
Here the signal amplitude 𝐴 = 4.5.
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Fig. A.14. Comparison of Power and FDR for various variable selection procedures varying variable correlation in the low-dimensional setting of the binomial linear model. Here
the signal amplitude 𝐴 = 10.
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Fig. A.15. Comparison of Power and FDR for various variable selection procedures with varying signal amplitude in the low-dimensional setting of the binomial linear model.
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Fig. A.16. The relative gene expression level of identified genes in SKCM. Yello indicates low purity and blue indicates high purity. The relative gene expression level is normalized
by 𝑙𝑜𝑔2 transformation.
Fig. A.17. The relative gene expression level of identified genes in BRCA. Yello indicates low purity and blue indicates high purity. The relative gene expression level is normalized
by 𝑙𝑜𝑔2 transformation.
Appendix. Figures

See Figs. A.12–A.17.
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